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Background

 User generated web documents
 Common users actively post and share their opinions or daily 

episodes through blogs, wikis, or other social media on the web 

 Types of user generated web documents
 Customer Reviews
 Online Forums
 Comments on UGC 

• YouTube, blogs, reviews
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Background

 Problems on accessing user generated web documents
 Time-consuming

• Hard to keep track of all the available data
 Unreliable Quality

• Quality of the documents is varied
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Background

 User generated web documents
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Outline

 Part I
 Measures for the quality
 Features for assessing the quality
 Applications

 Part II
 Personalized quality analysis
 Filtering false documents 

 Concluding Remarks
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Part I

• Measures and gold standard for the quality
• Features for assessing the quality
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Measures for the Quality

 Diverse measures with respect to the main purpose for 
quality assessment
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Measures

Types of 
Document

Sources Underlying
Measure

Comments on 
video data

Video sharing websites (e.g., YouTube) Acceptability

Online reviews Online shopping websites
(e.g., Amazon.com, eBay, and CNET)

Helpfulness/
Usefulness

Forum data Online web forum sites (e.g., 
Nable.com and Google groups)

Informativeness

Blog posts Aggregated blogs on the web Credibility

Quality Analysis of User Generated Web Documents
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Overview
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High quality Low quality

Labeling Gold Standard Data

By Crowd vote-
based Metric

By Annotation 
with Guideline

Feature Extraction

Metadata-based 
Features

Content-based 
Features

Data Preprocessing
Tokenizing

Stop Word Filtering
POS-tagging
Parsing …,

Building Quality Analysis Model

Quality
Classification

Regression-based 
Ranking

…

High 
score

Low 
score

Training
Data

Test
Data

Web 
Documents

Evaluation

Classification
Analysis

Regression
Analysis
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Gold Standard for the Quality

 Crowd vote-based Metric
 Like/Dislike
 Helpfulness
 Amazon Verified Purchase (AVP)

 Examples of quality function
 Kim et al., 2006

 O’Mahony and Smyth, 2009

 Kokkodis, 2012
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Measures

“24,279 of 24,279 people found 
the following review helpful”

  . ( )
. ( ) . ( )

No ofHelpfulRating rf r R
No ofHelpfulRating r No ofUnHelpfulRating r

 


A review is helpful if and only if >75% of the feedback is positive

A reviewer with many AVP reviews is considered trustworthy

Quality Analysis of User Generated Web Documents



Introduction                Measures                Models                Features                Applications               Conclusions

Gold Standard for the Quality

 Gold standard Model
 Guideline for the gold standard model

 Examples of guideline
 Liu et al., 2007
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Measures

“What is a helpful/best review?”

• The coverage of
(interesting and important) 
aspects of products

• An appropriate amount of 
evidence for the opinions

• A good format for the 
content

 Tsur and Rappoport, 2009

• “A virtual core review”
: The most prominent words
related to the given book’s 
story or comments on 
important aspects
(e.g., genre and author). 

Quality Analysis of User Generated Web Documents



Introduction                Measures                Models                Features                Applications               Conclusions

Gold Standard for the Quality

 Example reviews with diverse levels of quality

Quality Analysis of User Generated Web Documents 11

Measures

Best Review
I purchased this camera about six months ago (…) 
because it was very reasonably priced (about $200). 
(…) Here are the things I have loved about this
camera:
BATTERY - this camera has the best 
battery of any digital camera
I have ever owned or used. …
EASY TO USE - I was able to … (…)
I cannot stress how highly I recommend this camera. 
I will never buy another digital camera besides 
Canon again (…)

Good Review
The Sony DSC "P10" Digital Camera is the top pick 
for CSC.(…) This camera I purchased through a Private 
Dealer cost me $400.86 (…) Purchase this camera 
from a wholesale dealer for the best price $377.00. 
Great Photo Even in dim light w/o a flash. 
The p10 is very compact. Can easily fit into
any pocket. (…). What makes the p10 the top pick is
it comes with a rechargeable lithium battery. (…)
It's also the best resolution on the market. 6.0 
Also the best price for a major brand.

Fair Review
There is nothing wrong with the 2100 except for the 
very noticeable delay between pics. The camera's 
digital processor takes about 5 seconds after a 
photo is snapped to ready itself for the next
one. Otherwise, the optics, the 3X optical zoom and 
the 2 megapixel resolution are fine for anything from 
Internet apps to 8" x 10" print enlarging. It is 
competent, not spectacular, but it gets the job done
at an agreeable price point.

Bad Review
I want to point out that you should never buy a generic 
battery, like the person from San Diego who reviewed 
the S410 on May 15, 2004, was recommending. (…) 
don't think if your generic battery explodes you can 
sue somebody and win millions. These batteries are 
made in sweatshops in China, India and Korea, and I 
doubt you can find anybody to sue. So play it safe, 
both for your own sake and the camera's sake. If you 
want a spare, get a real Canon one.
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Gold Standard for the Quality

 Agreement Study
 Liu et al., 2007

• Kappa Statistics: 0.8142 (digital cameras)
• 4 classes (best, good, fair, bad)
• Showing high consistency

 Chen and Tseng, 2011
• Kappa Statistics: 0.7253 (digital cameras),  0.7928 (mp3 players), 
• 5 classes (high-quality, medium-quality, low-quality, duplicate, spam)
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Gold Standard for the Quality

 Pros and cons of gold standard
 Crowd vote-based metric

• Easy to acquire
• Suffering from bias (Liu et al., 2007)

 Gold standard model
• Free from bias
• Subjective
• Agreement Issues
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3 Types of Bias in Ground-truth

 Imbalance Vote Bias
 Winner Circle Bias
 Early Bird Bias

14
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Quality Analysis Models
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Models

Quality Analysis of User Generated Web Documents

Regression-based Ranking Classification
Methods • SVM regression (Kim et al., 2006; 

Tanaka et al., 2012; Ngo-Ye and 
Sinha, 2012)

• Ordinal Logistic Regression 
(Cao et al., 2011)

• SVM (Liu et al., 2007; Weimer et 
al., 2007; Wanas et al., 2008; 
Chen and Tseng, 2011)

• Maximum Entropy (Hoang et al., 
2008)

• JRip, J48, Naïve Bayes 
(O’Mahony and Smyth, 2009)

• Naïve Bayes, Decision Trees, 
Logistic Regression, Multi-layer 
Perceptron (MLP) (Kokkodis, 2012)

Evaluation 
Measures

• Correlation Coefficient (Kim et al., 
2006; Tanaka et al., 2012)

• Misclassification Rate, Akaike's
Information Criterion; Lift Ratio 
(Cao et al., 2011)

• RRSE, RAE, RMSE, MAE (Ngo-Ye 
and Sinha, 2012)

• Accuracy (Algur et al., 2010)
• P, R F-Score (Park et al., 2010; Li 

et al., 2011, Chen and Tseng, 2011)
• Lift (Kokodis, 2012)
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Quality Analysis Models

16

Models

Quality Analysis of User Generated Web Documents

Classification and 
Ranking 

(Hong et al., 2012)

Clustering and 
Labeling 

(Hiremath et al., 2010)

Ranking
(Chen and Tseng, 2011) 

Methods • SVM • K-means clustering 
and weighting 
clusters

• A proposed quality 
score indicating the 
degree of association 
between a review 
and ‘high-quality’ 
class 

Evaluation 
Measures

• Accuracy
• NDCG@n

• Quartile measure 
technique 

• Precision@n
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Meaning of the Features

Features

ContentsMetadataAuthor Rater

Web Documents

17Quality Analysis of User Generated Web Documents
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Meaning of the Features

Reputation

Social 
Context

Review 
Histories

Timeliness

Believability

ContentsMetadata

Web Documents

18Quality Analysis of User Generated Web Documents

Author-oriented Review-oriented

Features

Author Rater
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Meaning of the Features

ContentsMetadataAuthor Rater

Web Documents

Relevance

Readability Reliability

19

Informative-
ness Substance

Subjectivity

Domain-dependent
Features

Structural

Syntactic 

Lexical

Domain-independent
Features

Credibility

Quality Analysis of User Generated Web Documents

Features
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Metadata-based Features

20Quality Analysis of User Generated Web Documents

Features

Author’s Reputation/Credibility 

Author’s Social Context

• # or % of reviews written by the author
• # or % of votes received by others 
• The reviewer’s Amazon rank 
• # of reviewer’s Amazon badges
• The amount of information on reviewer’s profile
• The reviewer’s average posting frequency

• In-degree/out-degree 
• PageRank score

(Lu et al., 2010)

(Hoang et al., 2008; Chen and Tseng, 2011; 
O’Mahony and Smyth, 2009; Kokkodis, 2012)
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Metadata-based Features

21Quality Analysis of User Generated Web Documents

Features

(Chen and Tseng, 2011)

(Tanaka et al., 2012)

(Chen and Tseng, 2011)

Review Histories

Believability 

Timeliness

• # of item reviewed 
• # of reviews of an item
• Time of review
• Star differences
• # of reviews (same category) 

• Product rating deviation of a review

• The degree of duplication of a review
• The interval between the current and the first review
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Content-based Features

Domain-Independent Features

22Quality Analysis of User Generated Web Documents

Features

Structural/surface Feature 

Syntactic Feature

Lexical Feature

• The writing style in the target text 
• # of words/sentences
• The average length of sentences/text
• HTML tags, % of capital letters

• POS tags
• % of nouns/verbs/adjectives/adverbs

• Spelling Errors
• TF-IDF values
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Content-based Features

Domain-dependent Features

23Quality Analysis of User Generated Web Documents

Features

(Liu et al., 2007; Chen and Tseng, 2011, Hong et al., 2012)

(Wanas et al., 2008)

Informativeness

Relevance

Substance

• # of product names 
• # of brand names
• # of product features and function

• Topic words from the forum content and leading 
post in a thread

• Forum-specific word-level features 
(Weimer et al., 2007; Wanas et al., 2008)

• Terms with dimension reduction 
(Cao et al., 2011; Ngo-Ye and Sinha, 2012)

• The average frequency of product features in a review 
(Chen and Tseng, 2011)
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Content-based Features

Domain-dependent Features

24Quality Analysis of User Generated Web Documents

Features

Readability 

Subjectivity

• Cue words for each topic 
(e.g., pros/cons, guidelines for product reviews)

• Ease of understanding (Chen and Tseng, 2011)

• Positive and negative opinions 
(Liu et al., 2007; Hiremanth et al., 2010; 
Chen and Tseng, 2011)

• Mainstream opinion (Hong et al., 2012)
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Content-based Features

Domain-dependent Features

25Quality Analysis of User Generated Web Documents

Features

Reliability

Credibility

• Uncertainties of volitive auxiliaries

• Tense expressions

• Mentions about a reviewer’s long-term experiences

(1) I prefer to buy Sony, for it may have higher resolution. (9/68)
(2) It costs more than Nikon. (89/129)

(1) The duration of product use
(2) The number of purchasing objects 
(3) Temporally detailed description about product use

The habit of the reviewers often using past and perfect 
tenses in their writing
(Hong et al., 2012)

(Min and Park, 2012)



Introduction                Measures                Models                Features                Applications               Conclusions

Summary of the Work

26Quality Analysis of User Generated Web Documents

Work Meta-data Feature Content Feature Performance

(Kim et al. 2006) Star ratings

Structural (e.g., html tags,
punctuation, review length),

Lexical (e.g., n-grams),
Syntactic (e.g., percentage of 

verbs and nouns), Semantic (e.g.,
product feature mentions)

The most 
informative features 
are the length of the 
review, unigrams.

(Liu et al., 2007) Not considered

Informativeness (e.g., # of 
sentences/words/product 

features), Readability (e.g., # of 
paragraphs, # of paragraph 
separators), Subjectiveness
(e.g., % of positive/negative 

sentences)

Features on word 
level, product 

feature level, and 
readability improve
the performance of 

classification. 
Features on 

subjectiveness
make no 

contribution. 

Features
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Summary of the Work
Work Meta-data Feature Content Feature Performance

(Hoang et al. 2008) Authority (indicating the 
author’s trustworthiness)

Formality (the writing style of 
target document), Readability 

(format of the document), 
Subjectivity (opinions of authors)

Formality is the 
most effective 

feature category; 
Subjectivity features 

improve the 
performance on 

product review data.

(O’Mahony and Smy
th 2009)

Reputation Features, Social 
Features, Sentiment scores 

assigned by users

Terms, Ratio of uppercase & 
lowercase characters in review 

text, Review Completeness

Best performance 
with all 4 types of 
features; Among 
single features,  

reputation features 
are the best.

(Lu et al. 2010)

# of reviews by the author, 
Average rating for the author, 
Social Context (In-degree of 
the author, Out-degree of the 

author, PageRank score of the 
author)

Text-statistics Features, 
Syntactic Features, Conformity 
Features, Sentiment Features

Performance is 
better when 

incorporating social 
context.

27Quality Analysis of User Generated Web Documents
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Summary of the Work
Work Meta-data Feature Content Feature Performance

(Cao, et al., 2011)
Basic Characteristics (the 

posting date, the rating 
difference)

Basic Characteristics (e.g.,
pros/cons, summary), Stylistic 

Characteristics (e.g., # of 
sentences/words) Semantic 

characteristics (substance of the 
review)

Best performance 
with all 3 types of 

features, Semantic 
characteristics have 
a significant impact.

(Chen and Tseng, 
2011)

Believability (Product rating 
deviation of a review),

Reputation (e.g., the ranking 
of the reviewer

), Timeliness (the interval 
between the current review 
and the first review of the 

product)

Objectivity (e.g., # & % of opinion 
sentences), Relevancy (e.g., # of 

the product/brand name), 
Completeness (# of different 

product features), Appropriate 
amount of information (e.g., the 
avg freq. of product features), 
Ease of understanding (e.g., 

misspelled words)

Best performance
with the objectivity, 

reputation, 
appropriate amount 
of information, and 

ease of 
understanding 
features (SVM, 
Linear kernel)

(Tanaka et al., 2012)

Review Histories (e.g., # of 
item reviewed, # of reviews of 
an item, time of review, star 

differences)

# & freq. of words/product
names/product features, TF-IDF 

scores, percentage of 
nouns/verbs/adj, # of 

positive/negative 
words/sentences, stars

The top 5 attributes: 
stars, star 

differences, # & freq. 
product features, # 

of words

28Quality Analysis of User Generated Web Documents
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Summary of the Work
Work Meta-data Feature Content Feature Performance

(Kokkodis, 2012)

Reviewer’s Trustfulness (e.g., 
the reviewer’s Amazon rank, # 
of reviewer’s Amazon badges, 

the amount of personal 
information on reviewer’s 

profile)

Not considered

Naïve Bayes
outperform other 
classifiers (DT, 

Logistic Regression, 
MLP)

(Ngo-Ye and Sinha, 
2012)

Not considered Substance of the review by
dimension reduction

The proposed
Regressional RelieF

feature selection 
method outperforms 

other dimension 
reduction methods 
(LSA, CfsSubSet

Evaluation)

(Hong et al., 2012) Not considered
Information Needs (product 

aspects/function), Information 
Reliability (auxiliary & tense), 

Mainstream Opinion

The best
performance with 
the information 

needs & information 
reliability (tense)

29Quality Analysis of User Generated Web Documents
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Applications

 Opinion Summarization
 Review Summarization System (Liu et al., 2007)

• Filtering the reviews with low quality

 Content Recommendation
 High-quality Hotel Review Recommending System 

(O’Mahony and Smyth, 2009)
• Rank-ordering with respect to prediction confidence 

30

Applications

Quality Analysis of User Generated Web Documents



Part II

• Personalized quality analysis
• Filtering false documents

31Quality Analysis of User Generated Web Documents
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Personalized Quality Analysis

 Modeling a helpfulness function based on a product 
designer’s perspective (Liu et al., 2013)
 No guideline (deliberately)

• Study how they actually perceive ‘helpfulness’
 Several important perspectives from the questionnaire

32

Remaining Issues

Quality Analysis of User Generated Web Documents

“a long review covers his/her preferences”

“mentions many different features”

“points out the like and dislike of the product”

“compares his E71 to Balckberrys”

User Preferences

Many Features

Like/dislike Points 

Comparison
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Personalized Quality Analysis

 Modeling a helpfulness function regarding differences in 
users’ criteria (Moghaddam et al., 2012) 
 Examples

 Proposing an extended tensor factorization (ETF) model by utilizing 
the latent user/rater features

 All of the personalized methods (MF, TF, ETF, BETF models) 
outperform all of the non-personalized methods (textual/social 
feature-based regression model)

33Quality Analysis of User Generated Web Documents

Professional photographer
(recently joined)

Rater 1
(Professional 
photographer)

Rater 3
(Skeptical of reviews 

by unknown reviewers)

Rater 2
(Amateur 

photographer)

Professional 
aspects

Remaining Issues
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Filtering False Documents

 Spam Detection
 Types of Spam Reviews (Jindal and Liu, 2008)

• Untruthful opinions
• Deliberately written for the purpose of promoting the products 

or damaging the reputation of the products 
• Reviews on brands only
• Advertisement or other irrelevant reviews

 Classifying Methods
• SVM, Naïve Bayes, Logistic Regression 

(Jindal and Liu, 2008; Li et al, 2011; Park et al, 2012; Morales et al., 2013)
• Similarity-based Classification (Algur et al., 2010)

34Quality Analysis of User Generated Web Documents
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Filtering False Documents

 Spammer Detection
 Detecting review spammers using rating behaviors (Lim et al., 2010)

• Rating Behaviors
• Targeting specific products
• Deviating from the other reviews in rating

• Proposing a behavior score 
• Linear weighted combination

35Quality Analysis of User Generated Web Documents
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Filtering False Documents

 Spammer Detection
 Detecting fake reviewer group (Mukherjee et al., 2012)

36Quality Analysis of User Generated Web Documents

Remaining Issues

• The same products with 
all 5 star ratings

• Within a small time window
• Only reviewed the 3 

products
• The early reviewers

A several behavioral models 
based on the relationship among 
groups, individual reviewers, and 
products 
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Helpful Reviews vs. Spam Reviews

37

 Inter-annotator agreement scores are lower in spam review 
annotation
 0.48 ~ 0.64 kappa values, spammer/non-spammer (Lim et al., 2010)
 Labeling spam reviewer groups is easier than labeling individual 

spam reviews/reviewers 
• 0.79, Fleiss’ multi-rater kappa, spam/non-spam/borderline 

(Mukherjee et al., 2012)

 Metadata-based features are more useful for spam 
detection
 Spam reviews usually look perfectly normal (Lim et al., 2010)

Quality Analysis of User Generated Web Documents

Remaining Issues
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Metadata-based vs. Content-based

 Metadata-based Features 
 More robust and consistent
 No corresponding information for newly posted content
 From the reviewers/spammers 

 Content-based Features
 Depending heavily on explicitly mentioned information in the content
 The accuracy of extracting features is comparatively lower
 From the helpful reviews/spam reviews

38Quality Analysis of User Generated Web Documents
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Concluding Remarks
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Concluding Remarks

 We examined the notion of quality from the perspective of 
the types of content and introduced two major methods of 
determining the quality.
 The crowd-based metric 
 The gold standard model

 We examined the two major quality analysis models.
 Regression-based ranking
 Classification

 Utilizing metadata-based features gives a robust result but 
it is hard to acquire for newly posted contents, which may 
be overcome by content-based features. 
 The hybrid approach of utilizing both features outperforms any one of 

the feature-based approaches.

40

Conclusions
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Concluding Remarks

 We introduced several applications such as an opinion
summarization system and a review recommending system.

 Personalized quality analysis can be a complement to the 
current quality analysis measure
 ‘Helpful’ votes suffer from some bias

 False or spam contents should be also seriously dealt with 
for providing users with high quality contents.

41Quality Analysis of User Generated Web Documents
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